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Abstract: In this paper, we analyse an M/G/1 retrial queue with vacation
and server timeout. When the system is empty, the server waits for
a random time. At the expiration of this time, if there is no arrival
to the system, the server takes a vacation. If there is at least one
customer in the system, the server commences service. So, we propose an
unbounded Markov regenerative stochastic Petri net (MRSPN ) to model
this queueing system. For the qualitative analysis of this model, we combine
the Markov regenerative approach and the generating function technique.
Finally, numerical illustrations are performed.
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1 Introduction

1.1 Related works on the M/G/1 queue with vacation and retrial

In the last decades there have been enormous contributions in the area of retrial queueing
theory. To illustrate this, we can mention the work of Artalejo and Gómez-Corral (1995),
the book by Falin and Templeton (1997), the survey papers of Artalejo (1999a, 1999b)
and the review of Shekhar et al. (2016), ... For these systems, the service of customer is
preceded and followed by the server’s idle time caused by the ignorance of the status of
the server and orbital customers by each other. Many researchers have tried to reduce
the idle time by introducing the orbital search mechanism (see Artalejo et al., 2002;
Dudin et al., 2004; Wüchner et al., 2009, etc.) or to exploit this idle time for other
secondary jobs by introducing the vacations, see Doshi’s (1986) survey paper, Takagi’s
(1991) monograph, Tian and Zhang’s (2006) monograph, etc.

A wide class of policies for governing the vacation mechanism, have been discussed
in the literature, namely: exhaustive service policy (Oliver and Kishor, 1991; Ramanath
and Lakshmi, 2006; Binyamin et al., 2019), Bernoulli schedule vacation (Choudhuy,
2008; Arivudainambi and Gowsalya, 2018), working vacations (Servi and Finn, 2002;
Ayyappan et al., 2010), server timeout (Oliver, 2015), gated service policy, limited
service policy, etc. Recently, Kalita et al. (2020) established the analysis of an M/G/1
queue with modified vacation policy. They used the Markov regenerative process
approach to obtain the explicit expressions for steady state system size probabilities.
In the same year, Joshi et al. (2020) studied the steady state analysis of D/M/1 and
M/G/1 models with multiple vacation queueing system.



Steady state analysis of M/G/1 retrial queue 375

The queueing system with vacation and server timeout is a hybrid multiple vacation
scheme and single vacation scheme. One important application of the vacation scheme
with server timeout is to enhance resource utilisation in the single vacation model. The
notion of timeout (i.e., the maximal time to wait before retrying an action) occurs in
many networking contexts. The use of timeouts is encountered especially in large-scale
networks (Libman and Orda, 2002). Recently, several researchers have focused on such
vacation scheme. We can cite: Oliver (2015) derived the mean waiting time of M/G/1
vacation queueing systems with server timeout using the stochastic decomposition
property. Ramesh and Praby (2016), studied a vacation bulk queueing model with setup
time and server timeout. Saritha et al. (2017) obtained an expression for expected
system length of MX/G/1 vacation queueing system with server timeout. Rama et al.
(2018) analysed the cost function of an M/EK/1 vacation queueing system with server
timeout and N-policy. Satish et al. (2017) investigated the optimal strategy N-policy
M/M/1 queueing system with server start-up and timeout. Devi et al. (2019) derived
the expected system length for MX/G/1 vacation queueing system with two types of
repair facilities and server timeout.

Research on queueing system allowing the simultaneous presence of the server
vacations and repeated attempts have gained more attention, see Artalejo (1997), Aïssani
(2000), Choudhuy (2008), Kumar and Arumuganathan (2009), Boualem et al. (2011)
and Varalakshmi et al. (2016). In retrial systems with vacations, customers who arrive
while the server is busy or on vacation, have to join the orbit to repeat their call
after a random period. Recently, interesting researches concerning this type of models
have been carried out, we can mention the following works: Rajadurai et al. (2018)
presented a single server retrial queueing system with balking and feedback under
multiple working vacation policy, where the busy server is subjected to breakdown
and repair. The probability generating functions for the numbers of customers in the
system when it is free, busy, on working vacation and under repair are found by
using the supplementary variable method. Gao and Zhang (2020) studied an M/G/1
queue with retrial customers due to server vacation. They developed the steady state
analysis by the supplementary variable method and the generating function. Gao and
Wang (2020) analysed a preemptive priority M/G/1 retrial queue with orbital search
and exhaustive multiple vacations. By using embedded Markov chain (EMC) technique
and the supplementary variable method, they discussed the necessary and sufficient
condition for the system to be stable and the joint queue length distribution in steady
state. Li et al. (2020) considered an M/G/1 retrial queue with general retrial times
and single working vacation. They obtained the generating functions of the server
state and the number of customers in the orbit by using the supplementary variable
method. Rajadurai (2020) studied a single server retrial queueing system with working
vacations and vacation interruption. The authors considered three different types of
customers (priority customers, ordinary customers and negative customers). Using the
supplementary variable technique, the steady state probability generating function of
the system and its orbit were found. Revathi and Raj (2020) studied a single server
retrial queueing system with optional re-service, customer search, delayed repair and
vacations. The supplementary variable technique were used to calculate orbit size, server
status, and performance metrics. Rajasudha et al. (2022) considered a batch arrival single
server retrial queueing model under three different vacation policies (single vacation,
multiple vacations, and atmost J-vacations) with impatient customers in general retrial
times. The probability generating function and marginal generating function of orbit size
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were obtained in a steady state. Xu et al. (2022) studied an M/G/1 retrial queueing
system with modified multiple vacations, in which a new external arrival may expel
the customer being served out of the system and directly starts to be served or join the
retrial orbit. By the EMC, they provide the sufficient and necessary condition of system
stability. In addition, the distributions of the orbit size and the system size in steady
state are derived through the supplementary variable method.

1.2 Stochastic Petri nets and queueing systems

The applicability of stochastic Petri nets for stochastic modelling and performance
analysis of queueing system has received much attention from researchers. Oliver and
Kishor (1991) showed how vacation queueing systems with exponentially distributed
service times and finite population can be modelled by the generalised stochastic Petri
nets (GSPN ). Gharbi and Ioualalen (2010) analysed a finite source multi-server retrial
queue using GSPN formalism. Hakmi et al. (2017) investigated a priority queueing
system. Using the Markov regenerative stochastic Petri net (MRSPN ), Ramanath and
Lakshmi (2006) studied the queue M/G/1//N with different vacation schemes. Ikhlef
et al. (2016) analysed an M/G/1//N retrial queue with orbital search by the MRSPN
formalism. In the mentioned papers, the researchers analysed a queueing model with
finite number of sources.

1.3 Our contribution

In this paper, we present an approach for modelling and analysing the M/G/1 retrial
queue with vacation and server timeout. This approach is based on the combination of
the MRSPN theory with generating functions. We propose a MRSPN model which
allows an easier description of the behaviour of such queueing systems and an automatic
generation of the closed form expression of the global kernel and the local kernel.
Our MRSPN is unbounded, we used the generating functions technique to obtain its
quantitative analysis. We carried out the stationary analysis of this system (existence of
the stationary regime, EMC, and steady state distribution). We also derived formulas for
some performance measures.

1.4 Practical justification of the suggested system

Retrial queueing systems with vacation have been used to model many problems
arising in telephone switching systems, telecommunication networks, computer networks
and computer systems, etc. Especially, the considered queueing system can be
used to model a Diff-Serv router with the assured forwarding per-hop behaviour
(AF -PHB). Currently, Diff-Serv defines three PHB: such as expedited forwarding
PHB (EF -PHB), assured forwarding PHB (AF -PHB), and the default PHB
(Demoor et al., 2011). PHB may be specified in terms of their resources (e.g., buffer
size, bandwidth), priority relative to other PHB, or in terms of their relative observable
traffic characteristics (e.g., delay, loss) to provide a better quality of service (QoS).
The AF -PHB group specifies a forwarding behaviour in which packets see a very
small amount of loss. Queuing approach is one of the vital mechanisms in traffic
management system. For this reason, it is important to implement a queuing discipline
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that governs the buffering mechanism of packets (voice, data, ...) while they are waiting
to be transmitted. We assume that the packets of the AF -PHB is accommodated in
waiting room with infinite capacity (orbit) when the server is occupied and the vacations
represent services of packets (default PHB). We assume that the orbit has infinite
capacity. In general, this assumption does not considerably alter the results as the studied
queues of AF -PHB have a sufficiently large capacity in practice. The arrival process
of AF packets can be modelled by a Poisson process. The total time spend in the server
by packets (voice, data, ...) can have any general distribution. We also assume that the
packets cannot leave the system without getting served. With these assumptions, it seems
realistic to proposed M/G/1 retrial queue with vacation and server timeout as a model
of Diff-Serv router with AF -PHB.

2 Steady state of the MRSPN

2.1 MRSPN’s underlying stochastic process

The MRSPN class contains transitions with zero firing times, exponentially distributed
or generally distributed firing times. Choi et al. (1994) have shown that, under the
restriction the general transitions are mutually exclusive, the underlying stochastic
process M(t)t≥0 of this class is a Markov regenerative process. This class noted as
the MRSPN∗ class. The process M(t)t≥0 has a sequence of embedded time points
t0, t1, ... such that the states Y0, Y1, ... of the process at these time points satisfy the
Markov property. These time points are indicated by the Markov regeneration instants
(regenerative time points, RTP ) (see Cinlar, 1975; Ciardo et al., 1993). Note that the
stochastic process (Yn)n≥0 is an EMC.

2.2 Quantitative analysis of MRSPN using Markov renewal method

The steady state solution of the MRSPN , based on the Markov renewal method, can
be summarised in the following steps:

1 Constructing the two kernels: global kernel K(t) = [Kij(t)] and local kernel
E(t) = [Eij(t)], where:

a Kij(t) = P(Y1 = j, T1 ≤ t|Y0 = i), i, j ∈ Ω, is the probability that the system
transits from state i to state j upon firing of a general transition, or upon
firing of an exponential transition which is computed with a general
transition.

b Eij(t) = P(M(t) = j, T1 > t|Y0 = i), i, j ∈ Ω′ ⊂ Ω, is the probability that
the system transits from state i to state j while the general transition and the
exponential that is competing with a general transition do not firing. The
matrix E(t) describes the behaviour of the marking process between two
regeneration instants.

2 Obtaining the one step transition probability matrix P = [Pij ] = K(∞) of the
EMC defined at RTP , {tn, n ≥ 1}, and the matrix α = [αij ]. Here the elements
αij represent the mean time that the MRSPN spends in state j between two
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successive regeneration instants, given that it started in state i after the last
regeneration. They are given by:

αij =

∫ ∞

0

Eij(t)dt. (1)

3 Computing υ the steady state probability vector of the EMC by solving the
linear system:{
υP = υ,

υ1 = 1.
(2)

where 1 is a column vector of ones.

4 Computing the steady state probability distribution vector π of the MRSPN , by
the formula:

π =
1

υα1
υα. (3)

3 M/G/1 retrial queue with vacation and timeout

3.1 System description

We consider an M/G/1 retrial queueing system with vacation and server timeout. The
primary customers arrive according to a Poisson process with mean arrival rate λ. An
arriving customer first checks whether the server is idle or on vacation. Therefore, if the
server is idle or is not on vacation, the customer obtains service immediately. Otherwise,
the customer joins a virtual room called orbit (which is of infinite capacity) for retrial.
The secondary customers (customers in the orbit) try independently of each other for
service and keep making retrials until they obtain service. The intervals between two
successive repeated attempts are exponentially distributed with rate jγ (when there are
j customers in the orbit). When the system is empty (the sever is idle and the orbit is
empty), the server waits for fixed time c (is called server timeout). At the expiration of
this time, the server commences another vacation if no customer has arrived; otherwise,
it serves exhaustively before commencing another vacation (the server immediately takes
a vacation when the system becomes empty). We assume that the vacation time is
arbitrarily distributed with cumulative distribution function F1(t) (probability density
function f1(t)). The customer is served according to a general cumulative distribution
function F2(t) (probability density function f2(t)). We assume that all the random
variables defined above are independent and both the vacation time and the service
time distribution have finite first two moments: β(1)

k , β(2)
k , k = 1, 2. We also denote

φi(s) =
∫∞
0

e−stdFi(t), i = 1, 2 the Laplace-Stieltjes transform.

3.2 MRSPN model suggested

The MRSPN that describes this systems is depicted in Figure 1. Our MRSPN model
contains six places (noted by cercles) and eight transitions (noted by rectangular boxes
and thin bars), where:
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• the place p.check contains the primary or repeated calls ready for service

• the place p.orbit represents the orbit

• the place p.service contains the customer in service

• the place p.state is the state of the server (free, occupied or vacation)

• the place p.counter is used as a counter

• the place p.vacation represents that the server is on vacation

• the white rectangular boxes represent the exponential transitions (t.arrival and
t.retrial)

• the black rectangular boxes represent the general transitions (t.service and
t.startup)

• the thin bars represent the immediate transitions (t.access1, t.access2 and
t.access3)

• the dash box represents the deterministic transition (t.timeout).

4 Analysis of the steady state distribution

4.1 The closed form expression for the two matrices P and α

The markings (micro-states) of our MRSPN are given by:

Mi = (#p.service, #p.orbit, #p.vacation).

The process M(t)t≥0 underlying our MRSPN is a Markov regenerative process with
state space:

Ω = {(i, j, k)/i ∈ {0, 1}, j ∈ N, k ∈ {0, 1}}.

We consider the sequence of epochs {tn;n ≥ 0} at which the process is observed. The
RTP of our model are defined as follows:

• If, at the nth RTP Tn, the system is in the state (0, j, 1) with j ≥ 0, the Tn+1 is
the firing of the transition t.startup.

• If, at the nth RTP Tn, the system is in the state (0, 0, 0), the Tn+1 is the firing of
the transition t.timeout or the firing of the transition t.arrival.

• If, at the nth RTP Tn, the system is in the state (0, j, 0) with j ≥ 1, the Tn+1 is
the firing of the transition t.retrial or t.arrival.

• If, at the nth RTP Tn, the system is in the state (1, j, 0) with j ≥ 1, the Tn+1 is
the firing of the transition t.service.

So, the sequence of random variables (Yn)n≥0 forms an EMC with state space:

Ω′ = {(0, 0, 1), (i, j, 0) : i ∈ {0, 1} and j ∈ N}.
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The one step transition probability matrix P = [P(i,j,k)(l,m,n)] of this EMC is given
by:

P(i,j,k)(l,m,n) =



a = e−λc if i = j = k = 0
and l = m = 0, n = 1;

b = 1− e−λc if i = j = k = 0
and l = 1,m = n = 0;

a
(1)
l =

∫∞
0

(λx)l

l!
dF1(x) if i = j = 0, k = 1,

and l = n = 0,m ≥ 0;
a
(2)
0 =

∫∞
0

e−λxdF2(x) if i = 1, j = k = 0,
and l = m = 0, n = 1;

a
(2)
l =

∫∞
0

(λx)le−λx

l!
dF2(x) if i = 1, j = k = 0,

and l = n = 0,m ≥ 1;

a
(2)
l =

∫∞
0

(λx)le−λx

l!
dF2(x) if i = 1, j ≥ 1, k = 0,

and l = 0,m ≥ j, n = 0;

c
(1)
l+1 =

(l + 1)γ

λ+ (l + 1)γ
if i = k = 0, j ≥ 1,

and l = 1,m = j − 1, n = 0;

c
(2)
l =

λ

λ+ lγ
if i = k = 0, j ≥ 1,

and l = 1,m = j, n = 0;
0, otherwise.

(4)

The matrix α = [α(i, j, k)(l,m, n)] is given by:

α(i,j,k)(l,m,n) =



q0 =
1

λ
(1− e−λc) if i = j = k = 0

and l = m = n = 0;

α
(1)
(l) =

∫∞
0

(λx)le−λx

l!
[1 if i = j = 0, k = 1,

−F1(x)]dx and l = 0,m ≥ j, n = 1;

α
(2)
l =

∫∞
0

(λx)le−λx

l!
[1 if i = 1, j ≥ 0, k = 0,

−F2(x)]dx and l = 1,m ≥ j, n = 0;
ql =

1

λ+ lγ
if i = j = 0, j ≥ 1, k = 0,

and l = 0,m = j, n = 0;
0, otherwise.

(5)

4.2 Stability condition

The first point to be investigated is the ergodicity of the EMC.

Theorem 1: The EMC Yn is ergodic if and only if: λβ(1)
2 < 1.
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Figure 1 Unbounded MRSPN models the M/G/1 retrial queue with vacation and timeout
(see online version for colours)

Proof 1: It can be shown from the results in Neuts (1989) that the steady
state probability vector exists and is positive if the EMC is ergodic. Using the
lexicographical sequence for the states, the one step transition probability matrix P of
our EMC can be written as the following block matrix:

P =


W0 W1 W2 W3 W4 W5 · · ·
A0 C1 D1 A3 A4 A5 · · ·

A0 C2 D2 A3 A4 · · ·
A0 C3 D3 A3 · · ·

. . . . . . . . .

,

where

W0 =

(
0 a

a
(1)
0 0

)
, W1 =

(
b 0

0 a
(1)
1

)
, Wi =

(
0 0

0 a
(2)
i

)
i≥2

, A0 =

(
0 a

(2)
0

0 0

)
,

Ci =

(
0 a

(2)
0

c
(1)
i 0

)
i≥1

, Di =

(
0 a

(2)
2

c
(2)
i 0

)
i≥1

and Ai =

(
0 a

(2)
i

0 0

)
i≥3

.
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We have: A = A0 + Ci +Di +
∞∑
i=3

Ai =

(
0 1
1 0

)
, and the invariant probability vector of

matrix A is τ = (1/2, 1/2). The vector β is defined by β = Ci1+ 2Di1+
∞∑
i=3

Ai1,

explicitly is given by β = (2− c
(1)
i , λβ

(1)
2 ). The EMC Yn is positive recurrent if and

only if: τβ < 1 ⇔ λβ
(1)
2 < lim

i→∞

iγ

λ+ iγ
.

4.3 Generating functions of the server’s state and system size at the RTP

The second point to be investigated is to compute the generating functions of the
server’s state and system size at the regeneration instants.

Theorem 2: Under the stability condition, the generating functions of the server’s state
and system size at the regeneration instants are given by:

V0(z) = λS(z)
A2(z)(z − 1)

z −A2(z)
+ av(0,0)

z
[
A1(z)−A2(z)

]
z −A2(z)

+ φ2(λ)v(1,0)
z
[
A1(z)− 1

]
z −A2(z)

, (6)

V1(z) = z

[
λS(z)

z − 1

z −A2(z)
+ av(0,0)

[
A1(z)− z

]
z −A2(z)

+ φ2(λ)v(1,0)

[
A1(z)− 1

]
z −A2(z)

]
, (7)

V (z) = λS(z)
(z − 1)

[
A2(z) + z

]
z −A2(z)

+ av(0,0)

[
1 +

z[2A1(z)−A2(z)− z]

z −A2(z)

]
+ φ2(λ)v(1,0)

[
1 +

2z[A1(z)− 1]

z −A2(z)

]
, (8)

where

S(z) = e

λ

γ
∫ z
1

A2(u)− 1

u−A2(u)
du
[
S(1) +

∫ z

1

(
av(0,0)

γ

A1(t)−A2(t)

t−A2(t)

+
φ2(λ)v(1,0)

γ

A1(t)− 1

t−A2(t)

)
× e

−λ

γ
∫ t
1

A2(u)− 1

u−A2(u)
du

dt

 , (9)

S(1) =
1− λβ

(1)
2

2λ
− 2aλ(β

(1)
1 − β

(1)
2 )

2λ
v(0,0)

− φ2(λ)(2λβ
(1)
1 − λβ

(1)
2 + 1)

2λ
v(1,0), (10)
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v(0,0) =
1− λβ

(1)
2

2

eλγ ∫ 1
0

A2(u)− 1

u−A2(u)
du

+
(2λβ

(1)
1 − λβ

(1)
2 + 1)− aφ1(λ)(1 + λβ

(1)
2 )

2φ1(λ)

+
λa

γ

∫ 1

0

A1(t)−A2(t)

t−A2(t)
e

λ

γ
∫ 1
t

A2(u)− 1

u−A2(u)
du

dt

+
λ

γ

1− aφ1(λ)

φ1(λ)

∫ 1

0

A1(t)− 1

t−A2(t)
e

λ

γ
∫ 1
t

A2(u)− 1

u−A2(u)
du

dt


−1

, (11)

v(1,0) =
1− aφ1(λ)

φ2(λ)φ1(λ)
v(0,0), (12)

and Ak(z) = φk(λ− λz), k ∈ {1, 2}.

Proof 2: From the formula (2) and by introducing the following generating functions:

Ak(z) =
∞∑
i=0

ziaki , k ∈ {1, 2}, Vk(z) =
∞∑
i=0

ziv(k,i), k ∈ {0, 1},

S(z) =

∞∑
i=0

ziv(0,i)
1

λ+ iγ
, V (z) =

∞∑
i=0

zi
[
v(0,i) + v(1,i) + v(2,i)

]
,

we obtain:

V1(z) = z
(
λS(z) + γS′(z)− av(0,0)

)
, (13)

V0(z) =
A2(z)V1(z)

z
+A1(z)av(0,0) +

[
A1(z)− 1

]
φ2(λ)v(1,0), (14)

and

V (z) = V0(z) + V1(z) + av(0,0) + φ2(λ)v(1,0). (15)

On the other hand, we have the formula:

V0(z) = λS(z) + γzS′(z). (16)

By combining equations (13), (14) and (16) we obtain the following equation for the
generating function S(z):

S′(z) =
λ

γ

A2(z)− 1

z −A2(z)
S(z) +

av(0,0)

γ

A1(z)−A2(z)

z −A2(z)

+
φ1(λ)v(1,0)

γ

A1(z)− 1

z −A2(z)
. (17)
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By inserting the formula (17) into equations (13), (14) and (15) we obtain the three
equations (6), (7) and (8).

The equation (17) is a first order differential equation for S(z) with non-constant
coefficients. Thus, it can be solved by standard methods which lead to the formula (9).
With the help of the Hôpital’s rule [in equation (17)] and the initial condition V (1) = 1,
we obtain:

S′(1) =
λ

γ

λβ
(1)
2

1− λβ
(1)
2

S(1) +
av(0,0)

γ

λ(β
(1)
1 − β

(1)
2 )

1− λβ
(1)
2

+
φ1(λ)v(1,0)

γ

λβ
(1)
1

1− λβ
(1)
2

, (18)

and S(1) given in the equation (10).
The two equations (11) and (12) are obtained by computing V0(0) = v(0,0) and

V ′
1(0) = v(1,0).

4.4 Generating functions of the server’s state and system size at arbitrary instants

Finally, the third point to be investigated is to compute the generating functions of the
server’s state and system size at arbitrary instants.

Theorem 3: For our MRSPN model, we obtain the generating functions of the server’s
state and system size at the arbitrary instants:

π0(z) =
2λ

1 + 2(λq0 − 1)v(0,0) − φ2(λ)v(1,0)

[(
q0 −

1

λ

)
v(0,0) + S(z)

]
, (19)

π1(z) =
2λ

1 + 2(λq0 − 1)v(0,0) − φ2(λ)v(1,0)

{
z

[
S(z)

[A2(z)− 1]

z −A2(z)

+
av(0,0)

λ

[A1(z)− z][A2(z)− 1]

[z −A2(z)](z − 1)

+
φ2(λ)v(1,0)

λ

[A1(z)− 1][A2(z)− 1]

[z −A2(z)](z − 1)

]}
, (20)

π2(z) =
2λ

1 + 2(λq0 − 1)v(0,0) − φ2(λ)v(1,0)

[1−A1(z)](av(0,0) + φ2(λ)v(1,0))

λ(1− z)
. (21)

π(z) =
2λ

1 + [2(λq0 − 1)− 1− φ1(λ)a

φ1(λ)
]v(0,0)

{
S(z)

A2(z)[z − 1]

[z −A2(z)]

+
v(0,0)

λ

[
λq0 − 1 +

1

φ1(λ)

A2(z)[A1(z)− 1]

z −A2(z)
+ a

z[1−A2(z)]

z −A2(z)

]}
. (22)
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Proof 3: We have: α1 =
(
q0, β

(1)
1 , β

(1)
2 ,

1

λ+ γ
, β

(1)
2 ,

1

λ+ 2γ
, ...
)T

, thus: υα1 =

1 + 2(λq0 − 1)v(0,0) − φ1(λ)v(1,0)

2λ
.

By introducing the probability generating functions:

Bk(z) =

∞∑
i=0

ziαk
i , k ∈ {1, 2}, πk(z) =

∞∑
i=0

ziπk,i, k ∈ {0, 1, 2}

to the formula (3), we obtain:

π0(z) =

2λ

[(
q0 −

1

λ

)
v(0,0) + S(z)

]
1 + 2(λq0 − 1)v(0,0) − φ1(λ)v(1,0)

, (23)

π1(z) =
2λ [B2(z)V1(z)]

1 + 2(λq0 − 1)v(0,0) − φ1(λ)v(1,0)
, (24)

π2(z) =
2λ
[
B1(z)

(
av(0,0) + φ2(λ)v(1,0)

)]
1 + 2(λq0 − 1)v(0,0) − φ1(λ)v(1,0)

, (25)

and

π(z) =

2λ

[(
q0 −

1

λ

)
v(0,0) + S(z) +B1(z)

(
av(0,0) + φ2(λ)v(1,0)

)
+B2(z)V1(z)]

1 + 2(λq0 − 1)v(0,0) − φ1(λ)v(1,0)
. (26)

We replace V1(z), B1(z) =
1−A1(z)

λ− λz
and B2(z) =

1−A2(z)

λ− λz
in equations (24), (25)

and (26) we found the formulas (20), (21), (22) and (23).

5 Performance measures

In this section, we obtain some performance measures of the system considered.

• The mean number of customers in the system (ns = π′(1)):

ns =
2λ

1 +

[
2(λq0 − 1)− 1− φ1(λ)a

φ1(λ)

]
v(0,0)

[
s′(1)

1− λβ
(1)
2

+
2λβ

(1)
2 (1− λβ

(1)
2 ) + λ2β

(2)
2

2(λβ
(1)
2 − 1)2

s(1)

+

(
λ3β

(2)
2 β

(1)
1 + λ2β

(2)
1 (1− λβ

(1)
2 ) + 2λ2β

(1)
1 β

(1)
2 (1− λβ

(1)
2 )

2φ1(λ)(λβ
(1)
2 − 1)2

−
a(2λβ

(1)
2 (1− λβ

(1)
2 ) + λ2β2

(2))

2(λβ
(1)
2 − 1)2

)
v(0,0)

λ

]
. (27)
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• The probability that server is under vacation (pv):

pv = π2(1) =
2λ

1 +

[
2(λq0 − 1)− 1− φ1(λ)a

φ1(λ)

]
v(0,0)

β
(1)
1 v(0,0)

φ1(λ)
. (28)

• The mean number of customers in the orbit (no):

no = ns − λβ
(1)
2 . (29)

• The mean waiting time (ω), from Little’s law:

ω =
no

λ
. (30)

• The mean response time (ϖ), from Little’s law:

ϖ =
ns

λ
. (31)

• The overall rate of retrials at which the orbiting customers request service is
given as:

γ̄ = γno. (32)

Remark 1: The model considered has been analysed with deterministic timeout c, the
analysis can be extended to the case where the timeout is a random variable with
distribution H(t). In this case only a slight modification is required in the results.
Specifically, we replace the three factors a, b, q0 by: a =

∫∞
0

e−λxdH(x), b =
∫∞
0

[1−
e−λx]dH(x) and q0 =

∫∞
0

e−λx[1−H(x)]dx.

6 Numerical results of the performance measures

We use the performance measures derived previously to obtain numerical results.
Specifically, we present some tables and curves which illustrate the effect of the values
of the system parameters such us: timeout, arrival rate, retrial rate, vacation time
distribution and service time distribution on the system performance measures. Under
the stability condition, the computations are done by developing a program in MATLAB
software.

6.1 Interpretation of the results

From Tables 1–3, we observe that all the considered characteristics monotonically
decrease as the timeout c increases for all three types of service time distributions
and vacation time distributions. Furthermore, at high values of c, these characteristics
become constants.
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Figure 2 The effect of the arrival rate λ on the mean response time ϖ for different values of
retrial rate γ; ‘c = 0.8, λ = 1, ..., 7, f1(t) = two-stage hypoexponential(5, 7),
f2(t) = two-stage Erlang(9)’ (see online version for colours)

Figure 3 The effect of arrival rate λ on the mean number of customers in the orbite no for
different values of retrial rate γ; ‘c = 2, λ = 1, ..., 4, f1(t) = two-stage
hyperexponential(0.8, 2, 6), f2(t) = two-stage hypoexponential(12, 10)’
(see online version for colours)

We show in Figure 2, the influence of the parameters arrival rate λ and retrial rate γ on
the mean response time ϖ. We notice that ϖ increases for decreasing values of λ and
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decreases when γ increases. The arrival rate λ has a significant effect on ϖ, especially
when γ is small.

Table 1 The effect of the values of c on system performance measures, λ = 0.6,
f1(t) = exponential(2), f2(t) = exponential(4), γ = 0.4

c = 0 c = 2 c = 5 c = 10 c = 100

ns 1.1021 0.8005 0.7498 0.7418 0.7414
pv 0.3121 0.1697 0.1457 0.1420 0.1418
no 0.9521 0.6505 0.5998 0.5918 0.5914
ω 1.5868 1.0841 0.9996 0.9863 0.9857
ϖ 1.8368 1.3341 1.2496 1.2363 1.2357
γ̄ 0.3808 0.2602 0.2399 0.2367 0.2366

Table 2 The effect of the values of c on system performance measures, λ = 1.5,
f1(t) = two-stage hypoexponential (12, 9), f2(t) = two-stage hyperexponential (1/3,
2.5, 5), γ = 0.5

c = 0 c = 2 c = 5 c = 10 c = 100

ns 3.0027 2.8479 2.8441 2.8441 2.8441
pv 0.0564 0.0276 0.0269 0.0268 0.0268
no 2.6027 2.4479 2.4441 2.4441 2.4441
ω 1.7351 1.6320 1.6294 1.6294 1.6294
ϖ 2.0018 1.8961 1.8960 1.8960 1.8960
γ̄ 1.3013 1.2240 1.2220 1.2220 1.2220

Table 3 The effect of the values of c on system performance measures, ‘λ = 0.5,
f1(t) = two-stage Erlang(6), f2(t) = exponential(5), γ = 0.25’

c = 0 c = 2 c = 5 c = 10 c = 100

ns 0.9420 0.5049 0.4629 0.4550 0.4544
pv 0.2656 0.0749 0.0565 0.0531 0.0528
no 0.8420 0.4049 0.3629 0.3550 0.3544
ω 1.6841 0.8099 0.7100 0.7087 0.7087
ϖ 1.8841 1.0099 0.9258 0.9100 0.9087
γ̄ 0.2105 0.1012 0.0907 0.0886 0.0886

In Figure 3, we provide the mean number of customers in the orbit no with a change
of arrival rate λ and retrial rate γ. We see that no grows rapidly for increasing values
of λ and decreases with increasing values of γ.

In Figure 4, we plot the curve of the probability that the server is on vacation, pv,
versus arrival rate λ and vacation rate α. We see that, pv is a decreasing function of
both the arrival rate λ and retrial rate γ. Furthermore we observe that all curves tend to
approach each other for large value of the arrival rate λ.

In Figure 5, we study the impact of the mean number of customers in the system
ns for various values of the service rate µ and the arrival rate λ. We observe that the
mean number of customers in the system ns decreases with increasing values of µ and
increases with increasing values of λ.
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Figure 4 The effect of arrival rate λ on the probability that server is under vacation pv for
different values of vacation rate α; ‘c = 1, λ = 1.5, ..., 3, f1(t) = two-stage
Erlang(α), f2(t) = exponential(8), γ = 0.4’ (see online version for colours)

Figure 5 The effect of service rate µ on the mean number of customers in the system for
different values of arrival rate λ; ‘c = 1.6, f2(t) = two-stage Erlang(µ), µ = 4, ...,
10, f1(t) = two-stage hyperexponential(0.2, 8, 11), γ = 0.3’ (see online version
for colours)
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7 Conclusions

We studied the non markovien retrial queue M/G/1 with vacation and server timeout
by the MRSPN tool. We have obtained the steady state probability generating function
of the server’s state and system size. Moreover, the performance measures are computed.
The effects of the various parameters on the system performances are given numerically.
For a future study, we will focus on the cost optimisation analysis and the transient
analysis of the model considered. We can also extend this model to multi-server retrial
queue.
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Artalejo, J.R. and Gómez-Corral, A. (1995) ‘Information theoretic analysis for queueing systems with
quasirandom input’, Mathematical and Computer Modelling, Vol. 22, No. 3, pp.65–76 [online]
http://doi.org/10.1016/0895-7177(95)00120-Q.

Artalejo, J.R., Joshua, V.C. and Krishnamoorthy, A. (2002) ‘An M/G/1 retrial queue with orbital
search by the server’, in Artalejo, J.R. and Krishnamoorthy, A. (Eds.): Advances in Stochastic
Modelling, pp.41–54, Notable Publications, Inc., New Jersey.

Ayyappan, G., Ganapathi, A. M. and Sekar, G. (2010) ‘Retrial queuing system with single working
vacation under pre-emptive priority service’, International Journal of Computer Applications,
Vol. 2, No. 2, pp.28–35, DOI: 10.5120/630-877.

Binyamin, O., Ivo, A. and Moshe, H. (2019) ‘The Mn/Gn/1 queue with vacations and exhaustive
service’, European Journal of Operational Research, Vol. 277, No. 3, pp.945–952 [online]
http://doi.org/10.1016/j.ejor.2019.03.016.

Boualem, M., Djellab, N. and Aïssani, D. (2011) ‘An M/G/1 retrial queue with exhaustive service
and server vacations’, Journal of Communication and Computer, Vol. 8, No. 9, pp.720–726
[online] https://html.pdfcookie.com/02/2019/10/28/z3ldp4rd7ol4/z3ldp4rd7ol4.html.

Choi, H., Kulkarni, V.G. and Trivedi, K.S. (1994) ‘Markov regenerative stochastic Petri nets’, Special
Issue: Performance‘93, Vol. 20, pp.335–357 [online] https://ur.booksc.me/book/8546455/3ab2c6.

Choudhuy, G. (2008) ‘Steady state analysis of an M/G/1 queue with linear retrial policy and two
phase service under Bernoulli vacation schedule’, Applied Mathematical Modelling, Vol. 32,
No. 12, pp.2480–2489 [online] http://doi.org/10.1016/j.apm.2007.09.020.

Ciardo, G., German, R. and Liedemann, C. (1993) ‘A characterization of the stochastic process
underlying a stochastic Petri net’, in Proc. of the 5th International Workshop on Petri Nets and
Performance Models, IEEE Computer Society Press, Toulouse, France, 19–22 October, Vol. 20,
Nos. 1–3, pp.170–179.



Steady state analysis of M/G/1 retrial queue 391

Cinlar, E. (1975) Introduction to Stochastic Processes, Prentice-Hall, Englewood Cliffs, NJ,
ISBN: 100486276325.

Demoor, T., Walraevens, J., Fiems, D. and Bruneel, H. (2011) ‘Performance analysis of a priority
queue: expedited forwarding PHB in DiffServ’, International Journal of Electronics and
Communications, Vol. 65, pp.190–197, DOI: 10.1016/j.aeue.2010.02.018.

Rama, D.V.N., Saritha, Y. and Chandan, K. (2019) ‘MX/G/1 vacation queueing system with two
types of repair facilities and server timeout’, International Journal of Innovative Technology and
Exploring Engineering, Vol. 8, No. 9, pp.2040–2043, DOI: 10.35940/ijitee.I8738.078919.

Doshi, B.T. (1986) ‘Queueing systems with vacations’, Queueing Systems, Vol. 1, No. 3, pp.29–66
[online] http://doi.org/10.1007/BF01149327.

Dudin, A.N., Krishnamoorthy, A., Joshua, V.C. and Tsarenkov, G.V. (2004) ‘Analysis of
the BMAP/G/1 retrial system with search of customers from the orbit’, European
Jornal of Operational Research, Vol. 157, No. 1, pp.169–179 [online] http://doi.org/10.1016/
S0377-2217(03)00245-5.

Falin, G.I. and Templeton, J.G.C. (1997) Retrial Queues, Chapman and Hall, London,
ISBN: 9780412785504.

Gao, S. and Wang, J. (2020) ‘Stochastic analysis of a preemptive retrial queue with orbital search
and multiple vacations’, RAIRO Operations Research, Vol. 54, No. 1, pp.231–249 [online]
http://doi.org/10.1051/ro/2018117.

Gao, S. and Zhang, D. (2020) ‘Performance and sensitivity analysis of an M/G/1 queue with retrial
customers due to server vacation’, Ain Shams Engineering Journal, Vol. 11, No. 3, pp.795–603
[online] http://doi.org/10.1016/j.asej.2019.11.007.

Gharbi, N. and Ioualalen, M. (2010) ‘Numerical investigation of finite-source multiserver systems
with different vacation policies’, Journal of Computational and Applied Mathematics, Vol. 234,
No. 3, pp.625–635 [online] http://doi.org/10.1016/j.cam.2009.11.040.

Hakmi, S., Lekadir, O. and Aïssani, D. (2017) ‘Application of generalized stochastic Petri nets to
performance modeling of the RF communication in sensor networks’, International Conference
on Verification and Evaluation of Computer and Communication Systems, Vol. 234, No. 3/1,
pp.33–47, DOI: 10.1007/978-3-319-66176-6 3.

Ikhlef, L., Lekadir, O. and Aïssani, D. (2016) ‘MRSPN analysis of semi-Markovian finite
source retrial queues’, Annals of Operations Research, Vol. 247, No. 1, pp.141–167,
DOI: 10.1007/s10479-015-1883-8.

Joshi, P.K., Gupta, S. and Rajeshwari, K.N. (2020) ‘An study of steady state analysis of D/M/1
model and M/G/1 model with multiple vacation queueing systems’, South East Asian Journal
of Mathematics and Mathematical Sciences, Vol. 16, No. 1, pp.37–50.

Kalita, P., Choudhury, G. and Selvamuthu, D. (2020) ‘Analysis of sigle server queue with modified
vacation policy’, Methodology and Compputing in Applied Probability, Vol. 22, pp.511–553,
DOI: 10.1007/s11009-019-09713-9.

Kumar, M.S. and Arumuganathan, R. (2009) ‘Performance analysis of an M/G/1 retrial queue
with non-persistent calls, two phases of heterogeneous service and different vacation policies’,
International Journal of Open Problems in Computer Science and Mathematics, Vol. 2, No. 2,
pp.197–214 [online] https://www.researchgate.net/publication/215775794.

Li, T., Zhang, L. and Gao, S. (2020) ‘An M/G/1 retrial queue with single working vacation
under Bernoulli schedule’, RAIRO Operations Research, Vol. 54, No. 2, pp.471–488 [online]
http://doi.org/10.1051/ro/2019008.

Libman, L. and Orda, A. (2002) ‘Optimal retrial and timeout strategies for accessing network
resources’, in IEEE/ACM Transactions on Networking, Vol. 10, No. 4, pp.551–564 [online]
http://doi.org/10.1109/TNET.2002.801412.

Neuts, M.F. (1989) Structured Stochastic Matrices of M/G/1 Type and their Applications, Marcel
Dekker, New York, NY, USA.



392 L. Ikhlef et al.

Oliver, C.I. and Kishor, S.T. (1991) ‘Stochastic Petri net analysis of finite-population vacation
queueing systems’, Queueing Systems, Vol. 8, No. 1, pp.111–128, DOI: 10.1007/BF02412245.

Oliver, C.I. (2015) ‘M/G/1 Vacation queueing systems with server timeout’, American Journal of
Operations Research, Vol. 5, No. 2, pp.77–88, DOI: 10.4236/ajor.2015.52007.

Rajadurai, P. (2018) ‘A study on M/G/1 retrial queueing system with three different types of customers
under working vacation policy’, International Journal of Mathematical Modelling and Numerical
Optimisation, Vol. 8, No. 4, pp.393–417, DOI: 10.1504/IJMMNO.2018.09455.

Rajadurai, P., Saravanarajan, M.C. and Chandrasekaran, V.M. (2018) ‘A study on M/G/1 feedback
retrial queue with subject to server breakdown and repair under multiple working vacation
policy’, Alexandria Engineering Journal, Vol. 57, No. 2, pp.947–962 [online] http://doi.org/
10.1016/j.aej.2017.01.002.

Rajasudha, R., Arumuganathan, R. and Dharmaraja, S. (2022) ‘Performance analysis of discrete
time GeoX/G/1 retrial queue with various vacation policies and impatient customers’, RAIRO
Operations Research, Vol. 56, No. 3, pp.1089–1117 [online] http://doi.org/10.1051/ro/2022042.

Rama, D.V.N., Satish, K.K. and Chandan, K. (2018) ‘Cost analysis of finite capacity M/EK/1
vacation queueing system with server timeout and N-policy in transient state’, International
Journal for Research in Applied Science & Engineering Technology, Vol. 6, No. 2, pp.794–800.

Ramanath, K. and Lakshmi, P. (2006) ‘Modelling M/G/1 queueing systems with server vacations
using stochastic Petri nets’, ORiON, Vol. 22, No. 2, pp.131–154, DOI: 10.5784/22-2-39.

Ramesh, K.E. and Praby, L.Y. (2016) ‘A study on vacation bulk queueing model with setup time and
server timeout’, International Journal of Computer & Mathematical Sciences, Vol. 5, No. 12,
pp.81–89.

Revathi, C. and Raj, L.F. (2022) ‘Search of arrivals of an M/G/1 retrial queueing system
with delayed repair and optional re-service using modified bernoulli vacation’, Journal of
Computational Mathematica, Vol. 6, No. 1, pp.200–209 [online] http://doi.org/10.26524/cm129.

Saritha, K., Satish, K.K. and Chandan, K. (2017) ‘MX/G/1 vacation queueing system with server
timeout’, International Journal of Statistics and Applied Mathematics, Vol. 2, No. 5, pp.131–135.

Satish K.K., Chandan, K. and Ankamma A.R. (2017) ‘Optimal strategy analysis of N-policy M/M/1
vacation queueing system with server start-up and time-out’, International Journal of Engineering
Science Invention, Vol. 6, No. 11, pp.24–28.

Servi, L.D. and Finn, S.G. (2002) ‘M/M/1 queues with working vacations (M/M/1/WV )’,
Performance Evaluation, Vol. 50, No. 1, pp.41–52 [online] http://doi.org/10.1016/S0166-
5316(02)00057-3.

Shekhar, C., Raina, A.A. and Kumar, A. (2016) ‘A brief review on retrial queue: progress in
2010–2015’, International Journal of Applied Sciences and Engineering Research, Vol. 5, No. 4,
pp.324–336, DOI: 10.6088/ijaser.05032.

Takagi, H. (1991) A Foundation of Performance Evaluation, Vacation and Priority Systems, Part 1,
Vol. 1, North-Holland Elsevier, Amsterdam.

Tian, N. and Zhang, Z.G. (2006) Vacation Queueing Models: Theory and Applications,
Springer-Verlag, New York, ISBN: 978-0-387-33723-4.

Varalakshmi, M., Rajadurai, P., Saravanarajan M.C. and Chandrasekaran V.M. (2016) ‘An M/G/1
retrial queueing system with two phases of service, immediate Bernoulli feedbacks, single
vacation and starting failures’, International Journal of Mathematics in Operational Research,
Vol. 9, No. 3, pp.302–328, DOI: 10.1504/IJMOR.2016.10000127.
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